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Abstract 

We have used stored ion methods to improve resolution and sensitivity in 
optical spectroscopy. Single atomic ions have been confined by electric and 
magnetic fields, cooled by laser radiation pressure to temperatures on the 
order of 1 mK, and probed spectroscopically with narrowband lasers. The 
absorption resonance of a single Hg' ion has been observed by a decrease 
in the transmitted light intensity. An ultraviolet transition in Hg+ has been 
observed with a linewidth of only 30 kHz. Quantum jumps to and from 
metastable levels of Hg+ have been observed and used to determine radiative 
decay rates and to infer the existence of photon antibunching. Quantum 
jumps have also been observed in single Mg+ ions. 

1. Introduction 

Ion traps have only recently been used in obtaining high 
resolution optical spectra, although their advantages have 
been realized for a long time. Microwave spectra of trapped 
ions, on the other hand, have been observed with high resol- 
ution since the 1960s [ I ,  21. Elsewhere in these Proceedings, 
G. Werth discusses some recent experiments in this area [3]. 
A few years ago, at the Ninth International Conference on 
Atomic Physics, the field of optical spectroscopy of trapped 
ions was reviewed [4]. At that time, the highest resolution that 
had been achieved in the optical domain corresponded to a 
linewidth of about 3MHz at an effective wavelength of 
2.1 pm [5]. In a recent experiment to  be discussed later in this 
Paper, an ultraviolet transition was observed with a fractional 
resolution about three orders of magnitude better than this 

Some general problems which tend to limit the resolution 
with which optical spectra are observed are Doppler shifts, 
perturbations due to collisions or to electric and magnetic 
fields, and the limited observation time. At least in a few 
favorable cases, these problems can be greatly alleviated for 
ions stored in traps, so that we are left with the natural line- 
width. For a transition with a stable lower level, the natural 
linewidth (in hertz) is the inverse of the mean radiative 
lifetime (in seconds) of the upper level, divided by 2n. 

The Doppler shift is usually divided into a term which is 
linear in the atomic velocity, called the first-order Doppler 
shift, and a part which is quadratic, called the second-order 
Doppler shift. The high intensity and narrow frequency width 
of laser light sources make it possible to apply various non- 
linear spectroscopic techniques, such as saturated absorption 
or multiphoton absorption, that cancel the effects of first- 
order Doppler shifts [7]. However, the second-order Doppler 
shift, which is a result of relativistic time dilation, still 
remains. For typical laboratory conditions, this shift is only 
about one part in IO", but in some cases, it may seriously 
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limit the resolution or accuracy of the measurement. One 
example is the work of Barger et ai. on the 657 nm transition 
of calcium, which has a frequency of 4.57 x 10''H.z and a 
natural linewidth of 410 Hz [8]. Resonances with linewidths 
as small as 2kHz were observed, but they were severely 
shifted and distorted by the second-order Doppler shift. 

If both the first- and second-order Doppler shifts are 
to be reduced, the atoms must be cooled. An atomic vapor 
placed in a conventional refrigeration device would quickly 
condense on the walls of the container. But laser cooling, 
a method by which laser radiation pressure is used to reduce 
the velocities of atoms, achieves the cooling without con- 
tact with material objects [9]. The technique was proposed 
independently by Hansch and Schawlow for free atoms [IO] 
and by Wineland and Dehmelt for trapped ions [ll].  Laser 
cooling to temperatures on the order of ImK has been 
demonstrated with some kinds of atoms and atomic ions. 
This reduces the second-order Doppler shifts to the level 
where they are presently not a problem. An atom or atomic 
ion of mass 100 u (unified atomic mass units) cooled to 1 mK 
has a second-order Doppler shift of 1.4 parts in 10". 

The observed resonance linewidth cannot be much less 
than the inverse of the observation time. In the case of the 
work on calcium, the observation time was limited to about 
0.3 ms by the time it took the atoms to pass through the 21 cm 
long resonance region [8]. In some experiments, the obser- 
vation times have been increased by confining the atoms with 
specially coated walls or by buffer gases, but collisions with 
the wall or buffer gas molecules shifted and broadened the 
observed resonances. Ions can be trapped for long periods by 
electric and magnetic fields. External field perturbations of 
carefully chosen transition frequencies can be less than a part 
in 10'' [12, 131. Collisions are almost entirely absent in the 
ultra-high-vacuum environment of an ion trap. Neutral 
atoms have been trapped by static magnetic fields [I4161 
and by optical fields [17], but these trapped atoms have not 
yet been studied spectroscopically. In these traps, the fields 
responsible for trapping would also have perturbed the 
resonances. 

2. Sensitive detection of ions 

A single atomic ion can easily be observed by the laser- 
induced fluorescence of an allowed transition, once it has 
been cooled so that the Doppler broadening of the transition 
is small. In this case, a single ion may scatter as many as IO8 
photons per second. Even if only a small fraction of the 
photons, around in typical experimental cases, are 
collected and counted, the fluorescence can easily be observed 
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Fig. 1. The lowest energy levels of Hg' and the transition wavelengths. The 
decay rates from all three excited levels were determined by observing only 
the 194nm fluorescence. (From Ref. [33]). 

for experiments with Hg' has been described previously 
[19, 201. The Hg+ ions were confined in a radiofrequency 
(Paul) trap under ultra-high-vacuum conditions. In one case, 
a single Hg+ ion has been kept in the trap for over a week. 
The lowest energy levels of Hg' are shown in Fig. I .  The 
5dI06s 'SI ground level is connected to the 5di06p ' P I  level 
by a strong electric dipole transition. The 5d96s? 'D, and the 
5d96s? 'D512 levels are metastable. In order to laser cool and 
optically detect the ions, a few microwatts of C.W. 194nm 
radiation were required. This radiation was generated by 
sum-frequency mixing the output of a frequency doubled 
514.5nm Ar+ laser with the output of a 792nm dye laser 
in a potassium pentaborate crystal [21]. The 194nm fluor- 
escence was collected by a lens system and detected by a 
photomultiplier tube. As many as 60000 photons per second 
were detected from a single ion. 

2.1. Single-ion ahsorprion detection 
In a recent experiment, an optical transition in a single Hg' 
ion was detected by observing the decrease in the intensity 
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Fig. 2. The 194nm resonance of a single Hg' ion due to absorption (upper 
trace) and fluorescence (lower trace), detected at the same time. (From 
Ref. [22]). 

of the 194 nm beam transmitted through the trap [22]. Radio- 
frequency modulation techniques were used in order to avoid 
low frequency noise, such as that due to amplitude fluctu- 
ations of the 194nm radiation. A maximum of about 10 ' of 
the light was absorbed. Figure 2 shows the absorption signal 
and the fluorescence signal, taken at the same time. The 
modulation and phase-sensitive detection of the absorption 
resulted in a signal which was approximately proportional to 
the frequency derivative of the fluorescence signal. Laser 
heating caused the fluorescence signal to drop suddenly to 
zero when the frequency was tuned above resonance. The 
integration time per point on the absorption curve was 50 s. 

2.2. Electron shelving 
Detecting a narrow (weakly allowed) transition by observing 
fluorescence from the same transition would be very difficult. 
A double-resonance method originally proposed by Dehmelt 
[23] makes it possible to detect such transitions with very high 
efficiency. The method can be applied to Hg+ (see Fig. I ) .  The 
narrow, weakly-allowed, 282 nm transition is detected as 
follows: The ion is assumed to be initially in the ground level. 
Light at a wavelength near 282nm is pulsed on, possibly 
driving the ion to the *D, level. Light at a wavelength near 
194nm is then pulsed on. If the ion had made a transition 
in the previous step, no fluorescence would be observed; 
otherwise an easily detectable fluorescence signal would be 
observed. The method is called "electron shelving", since the 
optically active electron is temporarily shelved in the upper 
level of the weak transition. 

3. Quantum jumps 

The electron shelving techniques suggests a method of 
observing quantum jumps. If light near both resonance 
wavelengths is present simultaneously. then the fluorescence 
observed from the strong transition should turn off and 
on abruptly as the atom makes transitions to and from 
the metastable level. The dynamics of this process was 
investigated theoretically by Cook and Kimble [24] and later 
by others [25]. Quantum jumps of single ions were observed 
by this method in Ba+ [26, 271, in Hg+ [20], and recently in 
Mg+ [28]. 

Quantum jumps have also been observed by us in Hg+ 
with only the 194nm radiation present. Once excited to the 
'PI level, the ion usually decays back to the ground level, but 
i t  has a probability of about 10 ' to decay to the 'D1 level. 
The probability is small because the transition frequency is 
low and because it requires configuration mixing to occur 
(the nominal configurations differ in two orbitals). From the 
'D,  level, the atom decays either directly to the ground level 
with probability f, or to the 'D,,' level with probability 
fi = 1 - f l .  The 194nm fluorescence jumps between a 
steady level (the "on" state) when the ion is cycling between 
the ground level and the 'P , , ,  level and zero (the "off" state) 
when it is in either the 'D3,' level or the 'D, level. 

Typical fluorescence data are shown in Fig. 3 for one. two, 
and three ions. The fluorescence intensity jumped from one 
discrete level to another and was proportional to the number 
of ions in the "on" state. For these data, only the 194 nm 
radiation was present. The intensity was high enough that 
quantum jumps due to the weak ' P I  level to 'D, level decay 
occurred several times per second. TN-151 
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Fig. 3. Fluorescence intensities as a function of time for three Hg+ ions (top 
trace), two Hg’ ions (middle trace), and one Hg+ ion (lowest trace). The 
fluorescence takes a step down when an ion makes a transition to the 
metastable 2D,,2 level and takes a step up when an ion returns to the ground 
level from a metastable level. The integration time per point is I ms and the 
points are connected by straight lines. (From Ref. [33]). 

3 .1 .  Quantum jumps of two and three ions 
Sauter et al. have reported observing multiple quantum 
jumps, that is, simultaneous quantum jumps of two or more 
ions, when several Ba+ ions were stored in the same trap 
[29]. They attributed this phenomenon to a cooperative 
interaction between the atoms and the radiation field. We 
have examined our data to test the statistical independence of 
the quantum jumps of two or more simultaneously trapped 
ions. 

One test was based on measuring the fractions of the time 
that the ions spent in each of the possible fluorescence levels. 
The probability distribution of fluorescence intensities was 
plotted for the data from one, two, and three ions. The 
distribution for one ion is shown in Fig. 4. The counts at low 
intensity (left side of plot) are due to stray scattered light when 
the ion is in the “off” state; the peak at high intensity (right 
side) is due to the fluorescence of the ion in the “on” state. 
The solid curve is a least-squares fit of the data to a sum 
of a Poisson distribution (for the left peak) and a Gaussian 
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Fig. 5 .  Fluorescence intensity distribution for two Hg’ ions (dots) and a 
least-squares fit (solid curve). 

distribution (for the right peak). The standard deviation 
(sigma) of the fitted Gaussian is about 8% larger than the 
square root of the mean, which is the expected value due to 
statistical fluctuations. This is probably due to intensity 
and frequency fluctuations of the 194 nm source. The ratio of 
the area under the Poisson distribution to that under the 
Gaussian distribution is a measurement of the ratio of the 
time that the ion was in the “off” state to the time that i t  was 
in the “on” state (0.71 for this data set). Plots of the two-ion 
and three-ion intensity distributions and least-squares fits are 
shown in Figs. 5 and 6 .  The areas under the peaks of the 
distributions are proportional to the amounts of time that the 
fluorescence was at each of the various discrete levels. The 
curves fitted the data well, even though the peaks were not 
completely resolved. 

Let poR and pon be the probabilities that a single ion is 
in the “off” state or the “on” state, respectively. Consider 
two ions subjected to the same 194nm intensity and acting 
independently of each other. In this case, the probability 
po that both are in the “off’ state is equal to (poR)’; the 
probability p I  that one ion is in the “off’ state and the other 
in in the “on” state is equal to 2p0,p0, = 2po,( 1 - pan);  and 
the probability p z  that both are in the “on” state is equal to 
(p, ,)’ .  Similar relationships hold for three ions. The least- 
squares fit to the two-ion data yielded the values po = 0.139, 
p I  = 0.472, and pz  = 0.389. If p ,  is (arbitrarily) chosen to 
calculate the value of pori, then the prediction. based on the 
assumption of independence, is that po = 0.145 and 
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Fig. 4 .  Fluorescence intensity distribution for one He’ ion. The numbers of 
I ms time bins in which a given number of photons was detected are plotted 
as dots. The solid curve i s  a least-squares f i t  to the data. 

FiR. 6.  Fluorescence intensity distribution for three Hp’ ions (dots) and a 
least-squares f i t  (solid curve). TN-152 
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Fig. 7. Distribution of fluorescence-off periods for a single Hg+ ion as a 
function of the duration of the periods (dots) and a least-squares fit. (From 
Ref. (331). 

p z  = 0.383. For the three-ion data, let pn (n = 0 ,  I ,  2, 3) be 
the probability that n ions are in the “on” state. The least- 
squares fit yielded the values po = 0.053, pI = 0.244, p ,  = 
0.485, and p 3  = 0.21 8. If p 3  is used to calculate the value of 
pori, the prediction based on independence is that p o  = 0.061, 
pI = 0.286, and p ,  = 0.433. Thus, the two- and three-ion 
data agreed fairly well with the assumption of independence 
of the ions. The discrepancies from the predictions were most 
likely due to effects of intensity and frequency variations of 
the 194nm radiation source, which are not included in the 
simple model used to fit the data. 

In another test of independence, a search through the 
two-ion data was made for double quantum jumps. Over 500 
consecutive jumps, which took place in a period of 20 s, were 
tabulated. A total of five apparent double quantum jumps 
were found, which is approximately the number that would 
be expected due to random coincidences within the finite 
resolving time of the instrumentation ( 1  ms). 

3.2. Measurements of radiative decay rates 
The radiative decay rates of the *D3 , level and the ’D, level 
are reflected in the probability distribution WOK of the dur- 
ations of the ‘‘off’’ periods for a single ion irradiated by 
194 nm radiation. A calculation based on the rate equations 
for the probabilities of being in the various levels yields 

KtT(r) a [ f 2 ? 2  exp ( - Y , T )  + (A71 - Y z )  exp (-?IT)]. ( 1 )  

Here yI and y z  are the total radiative decay rates of the ’D3 , 
level and the ’D, , level respectively. 

The experimental fluorescence-off distribution was least- 
squares fitted to eq. ( I )  to obtain values for yI, y,, and fi . 
Figure 7 shows the data and the least-squares fit. The values 
obtained from the fit are yI = 109 f 5 s - ’ ,  y z  = 11.6 f 
0.4s- ’ ,  and fl = 0.491 f 0.015. These values are in fair 
agreement with calculations [30,31]. The value ofy, is in good 
agreement with previous measurements [19, 20, 321, but the 
value of yI is about a factor of 2 higher than the only 
previously reported value [32]. No previous measurements of 
f; exist. The measurements will be described in more detail 
elsewhere [33]. 
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Fig. 8. Intensity correlation function of the I 1  prn radiation field generated 
by the radiative decay from the 2P, .2  level to the 2D,,2 level in a single Hg’ 
ion, showing the photon antibunching. The data from several runs were 
averaged. 

3.3. Photon antihunching 

The two-time intensity correlation function of a light field is 
defined by C ( T )  = ( I ( t ) I ( t  + t)), where I is the intensity. A 
field is said to exhibit photon antibunching if C(0) < C(cc). 
No classical field can have this property, so a quantum theory 
is required to explain it. The quantum jumps of a single Hg’ 
ion from the “on” state to the ‘‘off’’ state, as in the lowest 
trace of Fig. 3, are assumed to mark the emission of an 1 1 pm 
photon (see Fig. I),  even though these photons have not 
been observed directly. The probability density g ( r )  that the 
emission of an 11  pm photon is followed a time T later by the 
emission of another one is proportional to C ( T )  for the 1 1  pm 
field. We expect g ( t )  to go to zero for small T, since the ion has 
to decay to the ground level and be excited to the ’PI , level 
again before it can emit another 11 pm photon. The function 
g ( r )  (normalized to 1 as T -+ co) was calculated for several 
one-ion runs and averaged to obtain the graph shown in 
Fig. 8, which clearly shows photon antibunching. A similar 
graph, showing photon antibunching in the 282 nm radiation 
emitted when light at both 194nm and 282nm was applied, 
has been shown previously [20]. 

3.4. Quantum jumps in Mg+ 
Quantum jumps of a single 24Mg+ ion in a Penning trap were 
investigated recently [28]. A single 280 nm radiation source 
was present and was tuned close to the m, = - 112 to 
m, = - 3/2 Zeeman component of the transition from the 3s 
* S ,  , ground level to the 3p ’P,,? level. The fluorescence inten- 
sity dropped to zero when the ion was driven to the m, = 
+ 1/2 sublevel of the ground level by a spontaneous Raman 
transition, and returned to its previous level when another 
spontaneous Raman transition drove the ion back to the 
m, = - 1/2 sublevel. A trace of the fluorescence intensity 
as a function of time is shown in Fig. 9. The data are in 
agreement with the theoretical prediction that the ratio 
of the time when the fluorescence is on to the time when 
it is off is very close to 16 [34]. This ratio is nearly inde- 
pendent of the 280nm intensity because of the existence 
of coherences between excited levels. The experimental 
results provide a high precision (2%) verification of an effec- 
tive two-state rate equation description of the dynamics of 
the quantum jumps. TN-153 
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Fig. 9. Fluorescence intensity of a single Mg+ ion as a function of time, 
showing the sudden changes due to quantum jumps to and from the ground- 
state Zeeman level which is not in resonance with the incident radiation. 
(Adapted from Ref. [28]). 

4. Suppression of Doppler broadening by confinement 

In 1953 Dicke showed that the confinement of an atom to a 
region smaller than the resonance-radiation wavelength leads 
to a suppression of the first-order Doppler shift broadening 
[35]. This condition is the basis for the observation of narrow 
Mossbauer transitions of the nuclei in solids. It is also easy to 
satisfy this condition, commonly called the Lamb-Dicke 
criterion, for a microwave resonance, since the wavelengths 
can be several centimeters long. Microwave frequency stan- 
dards such as the atomic hydrogen maser make use of this 
fact. In the optical domain, it can be satisfied for a single, 
laser-cooled ion confined in a trap. The residual first-order 
Doppler broadening takes the form of discrete resonances, 
displaced from the unshifted central resonance (the carrier), 
by multiples and combinations of the frequencies of motion 
of the ion. These extra resonances are called motional 
sidebands. 

Frequency Detuning (in kHz) 

Fig. fl. High resolution frequency Scan of the 'S, to  20,, resonance. 
showing the central resonance and the first upper motional sideband. From 
Ref. (61). 

which is much less than the 2D,,z level lifetime. The 194nm 
radiation was turned on again, and the fluorescence photons 
were counted for ]Oms to see whether the ion had made 
a transition to the 'D,,' level. The result of the measure- 
ment was a 0 or a 1, depending on whether the number of 
photons detected was below or above a threshold level. This 
eliminated certain kinds of instrumental noise, such as inten- 
sity fluctuations of the detection laser, leaving only the 
inherent quantum fluctuations of the atom. Figure 10 shows 
a spectrum taken in the manner just described, displaying the 
carrier and two motional sidebands on each side. Figure 1 1  
shows a high resolution scan of the carrier and the first upper 
sideband. The resonances are approximately 30 kHz wide. 
The ratio of intensities of the carrier and sideband indicates 
that the ion was cooled to near the theoretical minimum of 
1.7mK. The limit of 30kHz resolution was due to laser 
frequency fluctuations. If a suitably stabilized laser were 
used, the resolution would approach the natural linewidth 
of about 2Hz. The sensitivity of the transition frequency 
to fluctuations in the magnetic field could essentially be 
eliminated by using a suitable Zeeman component in either 
IwHg+ or 'O'Hg+ [36]. 

4.1, High resolution spectra of Hg+ 
We have used the shelved-electron method to detect the weak 
*SIi2 to 2D,,2 transition of a single Hg+ ion [6].  If the fluor- 
escence was high enough to indicate that the ion was cycling 
between the and the 'Pin levels, the 194nm radiation was 
turned off and the 282 nm radiation was turned on for 20 ms, 

I " " " " " " " " ' " 1  
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Fig. 10. The *S,, ,  to 2D,,2 resonance due to absorption of 282nm radiation 
from a frequency-doubled dye laser by a single Hg+ ion. The shelved electron 
method was used to detect this weakly allowed transition. The weaker 
absorption lines (motional sidebands) are separated from the central reson- 
ance by multiples of the frequencies of harmonic motion of the trapped ion 
and are due to the Doppler shift of the 282nm radiation in the frame of the 
ion. (From Ref. [6]). 
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